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The reproducibility crisis (the replicability crisis ?)

What is the question (in discovery & preclinical research) ?

The design

− The power and the Assurance

− The ignored components

• Lessons learned from bioassay development and validation

Conclusions



Nature, 2014                                     ASA, 2016
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Nature, 2016
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Statistics & DoE

Statistics & DoE

Statistics & DoE

Statistics & DoE

Statistics & DoE



Nature, 2016
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Statistics & DoE

Statistics & DoE

Statistics & DoE

Statistics & DoE

Statistics & DoE



Nature, 2019                     The National Academies Press, 2019
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The question: is my product effective ?

How  to make a decision ?

A

B

What is the probability of obtaining the observed data, if the 

product is not effective?

What is the probability that the product is effective, given the 

observed data?
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Currently two different ways to make a decision based on

A
Pr 𝐨𝐛𝐬𝐞𝐫𝐯𝐞𝐝 𝐝𝐚𝐭𝐚 𝐩𝐫𝐨𝐝𝐮𝐜𝐭 𝐢𝐬 𝐧𝐨𝐭 𝐞𝐟𝐟𝐞𝐜𝐭𝐢𝐯𝐞)

◼ Better known as the p-value concept

◼ Used in the null hypothesis test (or decision)

◼ This is the likelihood of the data assuming an hypothetical 

explanation (eg the “null hypothesis”)

B
Pr 𝐩𝐫𝐨𝐝𝐮𝐜𝐭 𝐞𝐟𝐟𝐞𝐜𝐭𝐢𝐯𝐞 𝐨𝐛𝐬𝐞𝐫𝐯𝐞𝐝 𝐝𝐚𝐭𝐚 )

◼ Bayesian perspective

◼ It is the probability of efficacy given

the data
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A problem of decision making

The accuracy of a diagnostic test is assessed as follows:

Sensitivity: Pr 𝐩𝐨𝐬𝐢𝐭𝐢𝐯𝐞 𝐫𝐞𝐬𝐮𝐥𝐭 𝐜𝐚𝐧𝐜𝐞𝐫)

Specificity: Pr 𝐧𝐞𝐠𝐚𝐭𝐢𝐯𝐞 𝐫𝐞𝐬𝐮𝐥𝐭 𝐧𝐨 𝐜𝐚𝐧𝐜𝐞𝐫)

In practice: 

Given that the diagnostic test result is positive, 

what is the probability you truly have cancer?

Pr 𝐜𝐚𝐧𝐜𝐞𝐫 𝐩𝐨𝐬𝐢𝐭𝐢𝐯𝐞 𝐫𝐞𝐬𝐮𝐥𝐭 ) = ?
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“If you use p = 0.05 to suggest that you have made a discovery, you will 
be wrong at least 30% of the time.”

10

Colquhoun, D. (2014). An investigation of the false discovery rate and the misinterpretation of p-values. R. Soc. Open sci. 1(3): 140216.

Pr 𝐫𝐞𝐚𝐥 𝐞𝐟𝐟𝐞𝐜𝐭 𝐩 < 0.05) =
80

80 + 45
= 0.64

prior probability
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False “Discovery” Rate for p<0.05, power=0.8 as function of Prior 
Probability
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A lesson from bioassay and diagnostic world
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Pr 𝐆𝐨𝐨𝐝 𝐫𝐞𝐬𝐮𝐥𝐭𝐬 𝐆𝐨𝐨𝐝 "𝐊𝐧𝐨𝐰𝐧" 𝐩𝐫𝐨𝐝𝐮𝐜𝐭) = Sensitivity

Pr 𝐁𝐚𝐝 𝐫𝐞𝐬𝐮𝐥𝐭𝐬 𝐁𝐚𝐝 "Known" 𝐩𝐫𝐨𝐝𝐮𝐜𝐭) = Specificity

Pr 𝐆𝐨𝐨𝐝 𝐔𝐧𝐤𝐧𝐨𝐰𝐧 𝐩𝐫𝐨𝐝𝐮𝐜𝐭 𝐆𝐨𝐨𝐝 𝐫𝐞𝐬𝐮𝐥𝐭𝐬 ) = Positive Predictive Value (PPV)

Pr 𝐁𝐚𝐝 𝐔𝐧𝐤𝐧𝐨𝐰𝐧 𝐩𝐫𝐨𝐝𝐮𝐜𝐭 𝐁𝐚𝐝 𝐑𝐞𝐬𝐮𝐥𝐭𝐬) = Negative Predictive Value (NPV)

Validation assay

Use of assay

𝑃𝑃𝑉 = 𝑃 𝐷+ 𝑇+)

=
𝑃 𝑇+ 𝐷+ × 𝑃 𝐷+

𝑃 𝑇+

=
𝑆𝐸 × 𝑃𝑅

𝑆𝐸 × 𝑃𝑅 + 1 − 𝑆𝑃 × (1 − 𝑃𝑅)



Bayesian inference is the mechanism used to update the state of 
knowledge 

prior information 

x

data information posterior information 

The process to arrive at a posterior distribution makes use of Bayes’ formula.

𝑝(𝜃) 𝑝 data 𝜃) 𝑝 𝜃 data)
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-1.25-1.00-0.75-0.50-0.25

Mean difference (smaller is better)

CD7414 1% White Perfect vs. Vehicle White Perfect

Ranking by Formula against Rucinol for Delta E change from baseline

Posterior density of Mean Differences

Day = 4715

CD7414 1% White Perfect vs. Vehicle White Perfect

Bayesian Model: change = base + treatment; random subject study study*formula. Flat priors.

0.25                               0.50                               0.75                                 1                 1.25

Clinical end-point

Decision rules based on Posterior Probability

Pr 𝐩𝐫𝐨𝐝𝐮𝐜𝐭 𝐞𝐟𝐟𝐞𝐜𝐭𝐢𝐯𝐞 𝐨𝐛𝐬𝐞𝐫𝐯𝐞𝐝 𝐝𝐚𝐭𝐚 )

Direct answer to the question
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Design I: Power and Assurance



Power vs assurance
independent samples t-test (H0: 𝜇1 = 𝜇2 vs H1: 𝜇1 ≠ 𝜇2)

16

A power calculation takes a particular value of 

the effect within the range of possible values 

given by H1 and poses the question: if this 

particular value happens to obtain, what is the 

probability of coming to the correct conclusion 

that there is a difference?

𝜇1 = 100;

𝜇2 = 120;

𝜎1
2 = 𝜎2

2 = 39
very strong priors!

assumptions:

frequentist approach (power)

assumptions:
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Power vs assurance
independent samples t-test (H0: 𝜇1 = 𝜇2 vs H1: 𝜇1 ≠ 𝜇2)

17

In order to reflect the uncertainty, a large number of effect 

sizes, i.e. (𝜇1−𝜇2)/𝜎pooled, are generated using the prior 

distributions. 

A power curve is obtained for each effect size

the expected (weighted by prior beliefs) power curve is 

calculated

bayesian approach (assurance)

assumptions:
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An example: Power vs Assurance

© PharmaLex 18

In this example the assurance

converges to 0.793, that is the 

prior probability that the new drug 

is indeed superior
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Design II: The missing components



You know this: Meta-analysis showing study-to-study differences 
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Different scenarios may happen
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Trial

Trial Trial

Trial

No variability Groups vary together (r=1)

Groups vary independently (r=0) Groups vary with some dependencies (r~0.5)



If you do one trial you may get one of those outcomes….
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Trial Trial

Groups vary independently Groups vary with some dependencies

Trial Trial

Does this new treatment works ?



Impact of study-to-study variability (and lab-to-lab)
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Everyone know there are such variabilities but this is 

ignored in design, power calculation, evaluation, …..

It is even consciously avoided !

− To have a “Better precision” !

It is related to the “replicability” issue, achieving a robust 

conclusion regardless of the study

If ignored and existing:

− then there is a major risk of type I error-inflation!

− the estimates are biased

− It violates fundamental DoE practices

Inflated Type 1 error 

Bayesian method

➔ Novick S., and Zhang T. Mean Comparisons and Power Calculations to Ensure Replicability in 

Preclinical Drug Discovery, Stat. in Medicine, 2020.



Study “formats”: example in pre-clinical pharmacology

24

3 x 3

9 x 1

1 x 9

Optimal

designs 

Classic 

design
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Improving precision of measurements

25

Assume that:

− 𝜃 is the parameter of interest 

− you can perform R studies of r 

animals

The variance of 𝜃 is: 𝑉 𝜃 =
𝜎𝑆𝑡𝑢𝑑𝑦
2

𝑅
+

𝜎𝑟
2

𝑅×𝑟

Currently most consider that:

𝑉 𝜃 =
𝜎𝑟
2

1 × 𝑟

But in reality, it is:

𝑉 𝜃 =
𝜎𝑆𝑡𝑢𝑑𝑦
2

1
+

𝜎𝑟
2

1 × 𝑟

How to design trials / allocate animals to 

have best precision of 𝜃 ?

σStudy
2 ≪ σr

2

1 study, 10 animals
𝜎𝑆𝑡𝑢𝑑𝑦
2

𝑅
+

𝜎𝑟
2

𝑅×𝑟
= 

3

1
+

10

1×10
= 4

2 studies, 5 animals/study
𝜎𝑆𝑡𝑢𝑑𝑦
2

𝑅
+

𝜎𝑟
2

𝑅×𝑟
= 

3

2
+

10

2×5
= 2.5

σStudy
2 ≫ σr

2

1 study, 10 animals
𝜎𝑆𝑡𝑢𝑑𝑦
2

𝑅
+

𝜎𝑟
2

𝑅×𝑟
= 

10

1
+

3

1×10
= 10.3

2 studies, 5 animals/study
𝜎𝑆𝑡𝑢𝑑𝑦
2

𝑅
+

𝜎𝑟
2

𝑅×𝑟
= 

10

2
+

3

2×5
= 5.3
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Bayesian Methods
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- Use predictive distribution

- Use of informative priors is justified 

in preclinical research 



Conclusions

© PharmaLex 27

What’s the question ?

In discovery the prior probability of success is low

Broad use of Bayesian statistics in discovery and preclinical research will 

help to tackle the replicability crisis

….combined with better design of experiments as well

Assurance instead of Power


